
S1 
 

Controllable CO2 Electrocatalytic Reduction via 
Ferroelectric Switching on Single Atom 
Anchored In2Se3 Monolayer 
	

Lin	Ju1,	2,	★,	Xin	Tan3,	★,	Xin	Mao4,	Yuantong	Gu,1,	5,	6	Sean	Smith3,	Aijun	Du4,	5,	Zhongfang	
Chen7,	Changfeng	Chen8	and	Liangzhi	Kou1,	5*	

	
1School	of	Mechanical,	Medical	and	Process	Engineering	Faculty,	Queensland	University	of	Technology,	
QLD	4001,	Australia	
2School	of	Physics	and	Electric	Engineering,	Anyang	Normal	University,	Anyang,	455000,	China	
3Integrated	Materials	Design	Laboratory	Research	School	of	Physics,	The	Australian	National	University	
Canberra	ACT	2601,	Australia	
4School	of	Chemistry	and	Physics,	Queensland	University	of	Technology,	QLD	4001,	Australia	
5Center	for	Materials	Science,	Queensland	University	of	Technology,	Brisbane,	QLD,	4001,	Australia	
6Centre	for	Biomedical	Technologies,	Queensland	University	of	Technology,	Brisbane,	QLD	4000,	
Australia	
7	Department	of	Chemistry,	University	of	Puerto	Rico,	Rio	Piedras	Campus,	San	Juan,	Puerto	Rico,	00931,	
United	States	
8Department	of	Physics	and	Astronomy,	University	of	Nevada,	Las	Vegas,	Las	Vegas,	Nevada,	89154,	
United	States	

 

 

  



S2 
 

The intrinsic stability of α-In2Se3 and structural polymorphs 

The In-Se compounds have many possible structural polymorphs, such as the phases of α, β, 

γ, δ, κ-In2Se3, which have been determined by X-ray diffraction and TEM.1 However, α-

In2Se3 is the ground-state phase and is stable at the room temperature from both theoretical 

and experimental perspectives, as elaborated below. 

Theory: To examine the stabilities of different structural polymorphs, we calculated the total 

energies of six possible phases of the In2Se3 monolayer (Figure S1), including the β’, β, α 

and α’, zincblende, and wurtzite phases. The α-In2Se3 monolayers with ferroelectric 

polarizations have the lowest total energies, consistent with the recent theoretical work by 

Ding et al.2, indicating α-In2Se3 to be the most stable phase. 

 

Figure S1 (a) Calculated total energy versus lattice constant for six In2Se3 monolayer phases. 

(b)-(g) Top and side views of these six In2Se3 monolayers, among which the structures shown 

in (b), (d), and (f) are derived from the fcc, wurtzite, and zincblende crystals, respectively. 

Experiments: Different phases In2Se3 (α, β, γ, δ, κ-phase) have been experimentally 

synthesized,1 but under distinct fabrication conditions. Past reports have explicitly indicated 

that α-In2Se3 is the room-temperature phase,3, 4 while β, γ, δ -phases are high-temperature 

phases.5 Phase transformation can be achieved via the path of ,1 

which also indicates that α phase is the stable room-temperature structure. This point has 

been further verified by the recent synthesis of α-In2Se3 layers that have been taken to 

fabricate ferroelectric devices.6, 7, 8 Cui et al. have pointed out that the cooling rate is critical 
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for obtaining the α phase, which is stable at room temperature.9 Therefore, α-In2Se3 is rather 

stable at room temperature and can be well prepared by controlling the synthesizing 

temperature. 
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Total energy  of possible In/Se phases in the presence of metal adatoms and in the 

electrochemical environment 

In order to check if α-In2Se3 is still the global minimum energy phase in the presence of metal 

adatoms and in the electrochemical environment, we calculated the total energies of other 

four phases (β’, β, wurtzite, and zincblende) with presences of Pd, H* or OH*. As shown in 

Figure S2, for all the studied cases, the α-In2Se3 has the lowest total energy among these five 

phases.  

 

Figure S2 Calculated total energy for: (a) α, β’, β, wurtzite, and zincblende phases of 

Pd@In2Se3; (b) H* and (c) OH* adsorbed Pd@In2Se3. The structural configurations of OH*-

Pd@In2Se3 are inserted as the insets while these of H*-Pd@In2Se3 and Pd@In2Se3 are not 

shown since they are similar to OH* adsorbed counterparts. 

For other phases with different In/Se ratio, we only considered the InSe monolayer since it 

was experimentally synthesized. 10, 11 Due to the different species and number of atoms, we 

cannot simply use the total energies to make a comparison between Pd@InSe and Pd@α-

In2Se3. Herein the cohesive energy is employed instead.  

The cohesive energy of Pd@InSe (𝐸!,#$@&'()) is defined as follows: 

𝐸!,#$@&'() = (𝐸#$@&'() − 𝑛*𝐸&'+,-./−𝑛0𝐸()+,-./−𝐸1$+,-./)/𝑁               (ES1) 

where 𝐸23+,-./, 𝐸45+,-./ and 𝐸1$+,-./	are the energies of the In and Se atoms in their most 

stable bulk structures, respectively;	𝑛*, and 𝑛0	are the numbers of the In and Se atoms in 

Pd@InSe; 𝑁	is the total number of atoms in Pd@InSe. With the same method, the cohesive 
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energies of Pd@In2Se3 (𝐸!,#$@&'!()"), Pd@InSe (𝐸!,6∗+#$@&'(), 𝐸!,86∗+#$@&'()) and Pd@α-

In2Se3 with H* or OH* adsorptions (𝐸!,6∗+#$@&'!()", 𝐸!,86∗+#$@&'!()") could be calculated 

as well. As listed in Table S2, α-In2Se3 always has the lower formation energy than InSe.  

All these results above indicate that, α-In2Se3 is the global minimum energy phase, even in 

the presence of adatoms and in electrochemical environment. 

Table S1 Calculated formation energy (in eV/atom) of pure Pd@InSe and α phase of 

Pd@In2Se3, as well as these with H* or OH* adsorption.  

 
  H*-adsorbed OH*-absorbed 

Pd@InSe -0.456 -0.358 -0.324 
Pd@In2Se3 -0.530 -0.452 -0.445 
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Stability of α-In2Se3 under harsh environments  

We have evaluated the electrochemical stabilities of α-In2Se3 monolayer by the dissolution 

potential Udiss, 12, 13, 14 which is defined as 

𝑈9:44 = 𝑈9:44
。 (𝑏𝑢𝑙𝑘) − 𝐸! 𝑛𝑒0                                       (ES2) 

where 𝑈9:44
。 (𝑏𝑢𝑙𝑘) and n are the standard dissolution potential of In/Se bulk and the number 

of electrons involved in the dissolution, respectively, which can be obtained from the NIST 

database.15 𝐸! is the formation energy of In/Se atom in the In2Se3 monolayer, given  by: 

𝐸!+;5 = (𝐸23!;5" − 2𝐸23+<=>? − 3𝐸;5+<=>?)/3                                      (ES3) 

𝐸!+23 = (𝐸23!;5" − 2𝐸23+<=>? − 3𝐸;5+<=>?)/2                                      (ES4) 

where 𝐸23+<=>?, 𝐸45+<=>? are the respective total energies of the In and Se atoms in their most 

stable bulk structures, 𝐸23!;5" is the total energy of the In2Se3 monolayer. According to this 

definition, materials with 𝑈9:44	> 0V vs SHE are regarded as electrochemically stable under 

acidic conditions. The 𝑈9:44		of both In and Se in the In2Se3 monolayer are positive (see Table 

S3), indicating the electrochemical stability of the In2Se3 monolayer. 

Table S2 Formation energy (𝐸!) and dissolution potential (𝑈9:44) of metals, total energy of 

In/Se atoms in their bulk phase (𝐸A, x=In and Se), number of transferred electrons (n) during 

the dissolution, and standard dissolution potential (𝑈9:44
。 (𝑏𝑢𝑙𝑘)) of In/Se atoms. 

Elements 𝐸A (eV) 𝐸! (eV) n 𝑈9:44
。 (𝑏𝑢𝑙𝑘) (V) 𝑈9:44 (V) 

In -3.90 -1.45 3 -0.34 0.14 

Se -2.75 -0.97 2 0.74 1.23 
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We note that there are two α-In2Se3 phases which share very similar atomic structures and are 

almost energetically degenerate, the further calculations show that they have the same 

CO2RR performance as shown in Figure S3.  

 

Figure S3 Comparison of CO2RR pathways on α and α’ phases of Pd@In2Se3. 

 

 

 

Table S3 Parameters for the CO2 adsorbed In2Se3 systems: binding distance of Sad-O and Sad-

C (lSad-O and lSad-C, in Å) and bond angle (∠OCO in °). 

Configuration Sad lSad-O lSad-C ∠OCO 

P¯- In2Se3 S 3.34 3.12 178.8 

P- In2Se3 I 4.12 4.00 178.6 
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Figure S4 Top and side views of optimized configuration of CO2 adsorbed on In2Se3 

monolayer with down (a) and up (b) polarization. 

 

 

Figure S5 These 29 kinds of transition metals were chosen to modify the In2Se3 surface to 

increase its reactivity. 
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Metal substituted In2Se3 

To determine possible metal substation on the In sites, we have simulated the 

formation of In vacancies. The formation energy of In vacancy and the diffusion barriers of 

an In atom removal from In2Se3 (see Figure S6) have been calculated, since they are the 

prerequisites for metal atom substitution to occupy the In vacancy sites. Our computational 

results show that the formation energies of In vacancy are 1.33 and 1.52 eV, respectively, for 

P↑- and P↓-In2Se3. These high formation energies indicate the difficulty to form In vacancy 

from thermodynamic point of view. Moreover, the energy barriers of an In atom diffusion 

from the subsurface to the top-surface (to create the vacancy) are 2.68 and 2.94 eV, 

respectively, for P↑- and P↓-In2Se3, which suggest a very small possibility to form In vacancy 

from the kinetic point of view. 

 

Figure S6 The calculated energy barriers of an In atom diffusion from the subsurface to the top-

surface for P↑- and P↓-In2Se3. The insets show the optimized structures of initial states (IS), the 

transition states (TS), and final states (FS) of In atom diffusion. The blue broken circle represents 

the initial position of the In atom. 

In addition, we find that the metal substituted In2Se3 is not suitable for the electrocatalytic 

CO2RR, even if we do not consider the difficulties of In vacancy formation and metal 

substitutions. According to the free-energy profile for CO2 electrochemical reduction 

reactions along the minimum energy path at 0 V (vs. RHE) on Pd substituted P↑- and P↓-

In2Se3 (namely Pd substitutes the In vacancy), the energy barriers of CO2 + *→ OCOH* are 
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up to 1.17 and 1.88 eV on Pd-doped P↑- and P↓-In2Se3, respectively, due to the full 

occupations of Pd-d orbitals (see Figure S7), leading to the low CO2RR activities of these 

catalysts. 

 

Figure S7 Top and side views of Pd-doped In2Se3 monolayer with (a) downward and (b) 

upward polarization (P↓ and P↑). (c)	 The free-energy profile for the first hydrogenation step 

of CO2RR (COOH*) on Pd@In2Se3 and Pd-doped In2Se3, respectively.  

Overall, we conclude from our calculations and analysis that (i) In vacancies in In2Se3 

are hard to form due to the high formation energies and diffusion barriers, making metal 

substituted In2Se3 rare in reality and (ii) metal substituted In2Se3 is unsuitable for CO2RR. 

Therefore, we focus our discussions in this work on metal anchored In2Se3 on the surface. 
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Figure S8 Side and top and views of optimized configuration of TM@P↓-In2Se3 (a, c, e, g, 

and i) and TM@P↑-In2Se3 (b, d, f, h, and j). The 3D differential charge density plots of TM@ 

In2Se3 are also shown in this figure, which are obtained with these optimized configurations. 

The  isosurfaces are 0.005 e/Å3. 

 

 

Figure S9 The partial density of states of TM@In2Se3 systems including TM@P↓-In2Se3 and 

TM@P↑-In2Se3 configurations (TM= (a) Nb, (b) Ni, (c) Rh, (d) Re and (e) Zr)). 
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Figure S10 Atomic configurations for the diffusion of the TM (TM=Nb, Ni, Pd, Rh, Re and 

Zr) single atoms from one favourable adsorption site to its neighbouring one at the TM@P↓-

In2Se3 and TM@P↑-In2Se3 surfaces, including initial state (IS), transition state (TS) and final 

state (FS). The energy is given with respect to IS. These results are based on the climbing 

image nudged elastic band (CI-NEB) method. 
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The 𝑬𝒃,𝐩𝐫𝐞𝐜𝐮𝐫𝐬𝐨𝐫 vs. 𝑬𝒃,𝐒𝐀𝐂 

To facilitate the judgment of the binding strength, we take the binding energies of TM atom 

in the corresponding molecular precursors for the SACs as the references. For Pd based SAC, 

the energy difference 𝐸∆<	between binding energy of Pd single atom in Pd(hfac)2 (molecular 

precursor for Pd SAC16 (𝐸<,#$(OPQR)!) and the one in Pd@In2Se3 (𝐸<+#$), is defined to reflect 

binding strength of Pd atom in Pd@In2Se3.  

𝐸∆< = 𝐸<+#$ − 𝐸<,#$(OPQR)!                                                (ES5) 

The binding energy of Pd atom in Pd(hfac)2 (𝐸<,#$(OPQR)!) is defined as below:  

𝐸<,#$(OPQR)! = 𝐸#$(OPQR)! − 2𝐸OPQR∗ − 𝐸#$                                (ES6) 

where 𝐸#$(OPQR)! and 𝐸#$ are the total energy of Pd(hfac)2 and isolated Pd atom. 

𝐸OPQR∗	is defined as: 

𝐸OPQR∗ = 𝐸6PQR6 −
*
0
𝐸T!                                           (ES7)  

where 𝐸6PQR6  and 𝐸T! 	 are total energy of the hexafluoroacetylacetonate and hydrogen 

molecules. 

The calculated values of 𝐸∆< are -0.70 and -0.15 eV for Pd@P↓-In2Se3 and Pd@P↑-In2Se3, 

respectively. We can thus conclude that: 1) the adsorption of Pd atom on In2Se3 is more 

stable, than that of Pd(hfac)2; 2), the Pd@In2Se3 could be synthesized by using Pd(hfac)2 as 

the molecular precursors. 

Using the same methods, we also calculated the energy differences 𝐸∆<	for Rh and Ni based 

catalysts, see Table S4, all of them are negative, indicating the stability and possible 

synthesis based on the molecular precursors. 

For Re, Zr and Nb, the corresponding molecular precursors for single atom catalysts 

synthesis are not found from the previous literatures, but we noticed that the metal rods were 

used as the sources for the fabrications of single atom catalysts,17 we therefore keep the 

binding energies of these SACs calculated from isolated atoms in our work, which can be 

used to reflect the binding strengths. 
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Table S4 The calculated binding energies of TM atoms in their corresponding molecular 

precursors (𝐸<,1U)R-UVWU ) and SACs (𝐸<,(XY ), as well as the energy difference between 

𝐸<,1U)R-UVWU and 𝐸<,(XY (𝐸∆<). 

Precursor 𝐸<,1U)R-UVWU SAC 𝐸<,(XY   𝐸∆< 

Pd(hfac)216 -0.99 Pd@P↓-In2Se3 -1.69 -0.70 
Pd@P↑-In2Se3 -1.14 -0.15 

Rh(acac)318 -0.01 
Rh@P↓-In2Se3 -4.09 -4.08 
Rh@P↑-In2Se3 -2.36 -2.35 

Ni(acac)219 -1.42 
Ni@P↓-In2Se3 -2.72 -1.30 
Ni@P↑-In2Se3 -1.97 -0.55 
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Figure S11 Ab initio molecular dynamics (AIMD) results of (a) the Pd@P↓-In2Se3 2×2 super 

cell, where the energy fluctuation is from the thermal disturbance induced by the temperature; 

(b) 2Pd@P↓-In2Se3 unit cell for 15 ps with a time step of 1 fs at 300 K. The insert shows the 

configuration snapshots of the initial state (IS) and the final state (FS). 
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The clustering energy 

The clustering tendency of Pd atoms on the surface is estimated by the clustering 

energy (𝐸Z>=4[5\),20, 21, 22 which is defined as the difference in binding energies between a 

single metal atom (𝐸<,4:3) and the metal dimer (𝐸<,9:]):  

𝐸Z>=4[5\ = 𝐸<,4:3 − 𝐸<,9:]                                      (ES8) 

where (𝐸<,4:3) and (𝐸<,9:]) are defined as: 

𝐸<,4:3 = 𝐸^9@23!;5" − 𝐸23!;5" − 𝐸^9+<=>?                        (ES9) 

𝐸<,9:] = *
0
(𝐸^9!/23!;5" − 𝐸23!;5" − 2𝐸^9+<=>?)                   (ES10) 

where 𝐸^9+<=>?  is the chemical potential of the Pd atoms in their bulk phase, and 

𝐸^9!/23!;5" 	represents the total energy of the substrate with a Pd dimer. According to the 

definitions, negative values of 𝐸Z>=4[5\ mean that the metal cluster does not tend to form. The 

calculated values of 𝐸Z>=4[5\ are -0.3 eV and -0.04 eV for Pd@P↓-In2Se3 and Pd@P↑-In2Se3, 

respectively. To further analyze the stability of single-atom adsorption, we have performed 

first-principles finite-temperature molecular dynamics simulations of two dispersedly 

adsorbed Pd atoms on P↓-In2Se3 (2Pd@P↓-In2Se3) with a Nose–Hoover thermostat at 300 K. 

The fluctuations of the temperature and the total energy as a function of the simulation time 

are given in Figure S11b. The two Pd atoms maintain dispersedly adsorbed features for at 

least 15 ps. The distance between the two Pd atoms stays essentially unchanged. All these 

results confirm the dynamic stability of the single-atom adsorption at room temperature.  
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The kinetic Monte Carlo (kMC) simulations 

KMC simulation method. The details of kMC method have been described in previous 

works.23, 24, 25 In this case, we start with a perfect α-In2Se3 monolayer with evenly distributed 

single metal atoms. The simulation size of the α-In2Se3 monolayer is ~400×400 Å2 with the 

periodic boundary conditions and the density of Pd monomers is ~4% (the same model and 

method also used for Nb case), as shown in Figure 1a. During the annealing process, all Pd 

atoms (including Pd monomers and Pd atoms in PdN (N≤3) clusters) can diffuse to the 

nearest-neighbour sites on α-In2Se3 monolayer. Here for simplicity, we ignore the diffusion 

of Pd atoms in PdN (N>3) clusters because large PdN (N>3) clusters are very stable. Three 

elementary rate processes are emphasized in our KMC model: (1) Diffusion of Pd monomers 

(D1); (2) Diffusion of Pd atoms in Pd2 clusters (D2); and (3) Diffusion of Pd atoms in Pd3 

clusters (D3). We denote the activation barriers of three processes by 𝑉 * , 𝑉 0 , and 𝑉 a , 

respectively, and the corresponding rates by 𝑅`*, 𝑅`0, and 𝑅`a, with 𝑅: = 𝑣bexp(−𝑉:/𝑘c𝑇), 

where 𝑉: is the activation barrier for process 𝑖, 𝑘c is the Boltzmann’s constant, and 𝑇 is the 

annealing temperature. The attempt frequency is chosen as 𝑣b = 2𝑘c𝑇/ℎ = 4.167 × 10*b𝑇, 

in which ℎ is the Planck’s constant. All the values of the activation barriers used in our KMC 

simulations are from the DFT calculations, which are listed in Table S5. 

KMC simulation results. P↓-In2Se3 monolayer with evenly distributed Pd atoms are firstly 

chosen as the initial configuration to simulate the annealing process (Figure S12a). Figure 

S12b-12f show the surface morphologies of Pd@P↓-In2Se3 after 100 s annealing process at 

different temperatures. At the low temperatures of T≤350 K (Figure S12b), the diffusion of 

Pd monomers does not happen, and the surface morphology of the Pd@P↓-In2Se3 after 

annealing keeps the same as the initial case. At the intermediate temperatures of 

T=390~410K (Figure S12c and S12d), the Pd monomers start to diffuse on α-In2Se3 

monolayer, but no PdN (N≥2) cluster is formed during the annealing process. When the 

temperature is further increased to T=470 K (Figure S12e), the PdN (N≥4) clusters start to 

form although the majority of Pd adatoms are monomers, which indicates that the single Pd 

atoms on the α-In2Se3 monolayer are not stable from 470 K. At the higher temperature of 

T=490K (Figure S12f), almost all the Pd adatoms form PdN (N≥4) clusters. Considering that 

the Pd@P↓-In2Se3 are stable for T≤410K, our kMC simulations clearly show the high 

stability of Pd@P↓-In2Se3 electrocatalyst in real electrocatalytic reaction conditions, which 

will not agglomerate at room temperature (i. e. 293K) environments for at least 100 seconds. 
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Table S5 The values of activation barriers used in the KMC simulations, which are obtained 

from the DFT calculations: binding energies of metal monomers and metal atoms in metal 

clusters (𝐸: in eV/atom) and diffusion barriers of metal monomers and metal atoms in metal 

clusters (𝑉: in eV/atom). 

  𝑬𝒊   𝑽𝒊 

Pd@P↓-In2Se3 

Pd monomer -1.69 1.19 
Pd atoms in Pd2 cluster -1.38 0.88 
Pd atoms in Pd3 cluster -1.99 1.49 
Pd atoms in Pd4 cluster -2.66 2.16 

Pd@P↑-In2Se3 

Pd monomer -1.14 0.84 
Pd atoms in Pd2 cluster -1.10 0.80 
Pd atoms in Pd3 cluster -1.52 1.22 
Pd atoms in Pd4 cluster -1.93 1.63 

Nb@P↓-In2Se3 

Nb monomer -7.32 4.63 
Nb atoms in Pd2 cluster -6.48 3.79 
Nb atoms in Pd3 cluster -6.94 4.25 
Nb atoms in Pd4 cluster -7.46 4.77 

Nb@P↑-In2Se3 

Nb monomer -5.92 4.21 
Nb atoms in Pd2 cluster -5.82 4.11 
Nb atoms in Pd3 cluster -5.86 4.15 
Nb atoms in Pd4 cluster -6.37 4.66 

 
The kMC result for Pd@P↑-In2Se3 is similar (Figure S13), although the starting temperature 

to form the Pd cluster is much lower than that of Pd@P↑-In2Se3 due to lower diffusion barrier 

(see Table S5), no Pd clusters form at T≤300K for 100 seconds, indicating the stability at the 

room temperature environments. Since Pd@P↑-In2Se3 has the lowest migration barrier of 

0.84 eV (see Table 1 in the main manuscript), other ferroelectric SACs should not have the 

issues of TM clustering at the room temperature. For example, the metal agglomerations on 

ferroelectric surfaces of Nb@P↑-In2Se3 and Nb@P↓-In2Se3 will not happen at the even 600K 

for 100s, see Figure S14.  
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Figure S12 (a) The initial surface morphology of α-In2Se3 monolayer with downward (P↓) 

polarization with evenly distributed Pd atoms (Pd@P↓-In2Se3). The surface morphologies of 

the Pd@P↓-In2Se3 electrocatalysts annealed for 100 s at different temperatures: (b) 350 K, (c) 

390 K, (d) 410 K, (e) 470 K, and (f) 490 K. Note that no Pd clusters are formed at T≤410 K. 
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Figure S13 (a) The initial surface morphology of α-In2Se3 monolayer with upward (P↑) 

polarization with evenly distributed Pd atoms (Pd@P↑-In2Se3). The surface morphologies of 

the Pd@P↑-In2Se3 electrocatalysts annealed for 100 s at different temperatures: (b) 290 K, (c) 

310 K, (d) 330 K, (e) 350 K, and (f) 370 K. No Pd clusters are formed at T≤300 K. 
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Figure S14 The initial surface morphology of α-In2Se3 monolayer with evenly distributed Nb 

atoms ((a) Nb@P↓-In2Se3; (d) Nb@P↑-In2Se3). Their surface morphologies of the 

electrocatalysts annealed for 100 s at different temperatures: (b), (e) 400 K; (c), (f) 600 K. No 

Nb clusters are formed at T≤600 K 
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Figure S15 The out-of-plane polarization in bare α-In2Se3 monolayer (up) and Pd@In2Se3 

systems (down). 

 

Figure S16 Energy profile of the most effective kinetic pathway to reverse the electric 

polarization orientation of Pd@In2Se3 system. “eV/UC” means “eV per In2Se3 unit cell”. For 

the Pd@In2Se3 configuration, there are four In2Se3 unit cells. These results are based on the 

CI-NEB method.  
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Local metallization in TM@In2Se3 

Since ferroelectricity generally stems from the offset positive/negative charge centers, 

the switchability of polarization is closely related with the electronic structures, and the 

semiconducting or insulating feature is essential for the ferroelectrics.  

The catalysts studied here are locally metallized, with the metallic states mainly from 

the anchored metal atoms and their immediate surrounding area. To prove this point, we have 

built a large supercell with Pd anchored 6×6 P↓-In2Se3 monolayer as shown in Figure S17 

(left). Based on the projected DOS analysis (see the right of Figure S17), obviously the 

metallic density of electronic states near the Fermi level is primarily from Pd and the area 

near the SAC adsorption site (in the red circle). The other parts (in the blue and green circles) 

away from the anchor site are semiconducting or insulating. The overall ferroelectricity of the 

metal anchored In2Se3 can thus be well preserved. Therefore, the system will show proper 

switching behaviors under the electric field. 

For Pd@ 6×6 P↑-In2Se3, the semiconducting property is reserved since the d orbital of 

Pd is shifted by the polarization. The polarization switching behavior with electric field will 

remain. For other metal doped In2Se3, the ferroelectricity and switching behaviors under 

electric field can be also reserved due to the same mechanism. 
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Figure S17 Partial density of states of the Pd SAC, which is constructed by one Pd atom on 

6×6 (a) P↓- and (b) P↑-In2Se3 supercell. The red, green, and blue lines represent the total 

density of states of the selected region circled by the red, green and blue lines, which are 

labeled as “near”, “middle” and “far” samples away from the Pd atom. 

 

 

Figure S18 The differential charge densities plots of CO2 adsorbed on TM@In2Se3 ((a), (c), 

(e), (g) and (i) for TM@P↓-In2Se3, and (b), (d), (f), (h) and (j) for TM@P↑-In2Se3) (TM=Nb, 

Ni, Re, Rh and Zr).  
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Figure S19 The partial density of states of CO2 adsorbed on TM@In2Se3 (TM= (a) Nb, (b) 

Ni, (c) Rh, and (d) Re) including TM@P↓-In2Se3 and TM@P↑-In2Se3 configurations.  
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Figure S20 The search process for the minimum energy reaction pathways of the CO2 

reduction reactions on (a) Nb@P↓-In2Se3 and Re@P↓-In2Se3, (b) Nb@P↑-In2Se3, (c) Pd@P↓-

In2Se3 and Rh@In2Se3, (d) Pd@P↑-In2Se3, (e) Ni@P↑-In2Se3, (f) Ni@P↓-In2Se3, (g) 

Zr@In2Se3, and (h) Re@P↑-In2Se3 systems. The red arrows denote disallowed reaction paths, 

while the green arrows stand for the enabled ones. 
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Figure S21 The free-energy profile for CO2 electrochemical reduction reactions along the 

minimum energy path at 0 V (vs. RHE) on (a) Ni@In2Se3, and (b) Pd@In2Se3. The insets 

show the optimized configurations of the intermediates. 
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Local vs. whole ferroelectric switching 

To check if the local or whole ferroelectric switching is energetically preferred, we 

have built a supercell with HOCHO* adsorbed Zr@6×6 P↑-In2Se3 (Figure S22a) and 

calculated the energy differences of the structure with ferroelectric switching at only small 

(Figure S22b) or large (Figure S22c) local area around Zr anchored site and (Figure S22d) 

entire lattice. 

The calculated results indicate that the local ferroelectric switching is indeed 

energetically prohibitive, and the cases (b) & (c) have much higher energies than that of (d). 

However, the ferroelectric switching of the entire lattice is not difficult, even when the single 

metal atoms are fairly apart from each other (24.41 Å): the energy difference is 0.4 

eV/6×6cell or 0.045 eV/2×2cell, it is comparable to the data shown in the manuscript. 

Therefore, we conclude that the ferroelectric switching can readily occur throughout the 

entire lattice due to the energetic preference when HOCHO* exists.  

 

Figure S22 Calculated energies of Zr@In2Se3(6×6) with the HCOOH adsorption. Orange and 

purple areas stand for the up and down polarization areas, respectively. (a) The polarization 

of In2Se3 is pointing upwards; (b) polarization flip at the small area of Zr anchored site (25%); 

(c) polarization flip at the larger area of Zr anchored site (50%); (d) polarization flip at the 

entire lattice (100%). 
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Table S6 Theoretical Limiting Potentials (Ul, V vs. RHE) and Experimental Onset Potentials 

(Uonset, V vs. RHE) of Various CO2 RR Catalysts for CH4 Production. 

Theory Ul Experiments Uonset 
Cu(211)26 −0.80 Cu foil27 −0.75 
Ru@dv-Gr, Os@dv-Gr28 −0.52 Cu2O-derivedCu29 −0.65 
Mo2C(100)30 −0.56 Mo2C30 −0.55 
WC(0001)31 −1.00 Ni5Ga332 −0.50 
LiFeAs33 −0.55 Bimetallic Cu−Pd34 −0.40 
Co@Cu35 −0.87 Graphene quantum dots36 −0.48 
 

 

Binding energy 

The binding energy for the added TM single atom (Eb-TM) onto the substrate is 

calculated by the following equation:37, 38 

𝐸<+ef = 𝐸ef+4=< − 𝐸4=< − 𝐸ef                                       (ES11) 

where 𝐸4=< and 𝐸ef+4=< are the total energies of the substrate without and with the added 

TM single atom, respectively. 𝐸ef is the total energy of the isolated TM atom. The binding 

energy for the adsorbed CO2 molecule (Eb-CO2) onto TM@In2Se3 (TM=Nb, Ni, Pd, Rh, Re 

and Zr) is evaluated in the similar way. 

Charge density difference 

The charge density difference for TM@In2Se3 (TM=Nb, Ni, Pd, Rh, Re and Zr) (∆𝜌*) 

is calculated by the following equation:  

∆𝜌* = 𝜌ef+4=< − 𝜌4=< − 𝜌ef                                       (ES12) 

where 𝜌4=< and 𝜌ef+4=<	are the charge density of the substrate without and with the added 

TM single atom, respectively. 𝜌ef is the charge density of the added TM atom. The charge 

density difference for the CO2 molecule adsorbed TM@In2Se3 (TM=Nb, Ni, Pd, Rh, Re and 

Zr) (∆𝜌0) is evaluated in the similar way. 
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d band centre 

In order to get the individual orbital components, we employed the code named “split-

dos.dos” to process the output file of density of states (DOS). The average d-band (d band 

center) shifts are calculated for the surface metal atoms for both the total d partial DOS and 

the orbital-resolved d partial DOS. The d band center (𝜀9) is calculated as:39 

𝜀9 =
∫3#(h)h9h
∫3#(h)9h

					                                                              (ES13) 

Where 𝜀 is the electronic energy of states, and 𝑛9(𝜀) is the electronic density of states. 

 

Reaction free energy change 

The reaction free energy change (ΔG) for each elementary step is calculated based on 

the computational hydrogen electrode (CHE) model proposed by Nørskov and co-workers by 

the following equation:40, 41 

∆𝐺 = ∆𝐸 + ∆𝐸i^j − 𝑇∆𝑆 + 𝑒𝑈 + ∆𝐺kT                                 (ES14) 

where ∆𝐸  is the reaction energy obtained from DFT calculations. ∆𝐸i^j  and 𝑇∆𝑆  are the 

contributions of the zeropoint energy and entropy to ∆𝐺, respectively, which are obtained 

from the vibrational frequency. T is the temperature and taken as 298.15 K, and ΔS is the 

entropy change.  

The vibrational frequencies of molecules in the gas phase are taken from the NIST 

database,15 and others are calculated with considering solvent effect. Tables S7-S19 present  

𝐸i^j and TS (at 298.15 K) of the free molecules and the adsorbed species along the most 

favourable reaction pathway for the TM@In2Se3 (TM =Nb, Ni, Pd, Re, Rh, and Zr) catalyst 

including TM-down and TM-up configurations. e and U are the number of electrons 

transferred and the electrode potential applied, respectively. ∆𝐺kT  is the free energy 

correction of pH, which is calculated as follows: 

∆𝐺kT =	𝑘c𝑇 × 𝑙𝑛10 × 𝑝𝐻                                          (ES15) 
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where 𝑘c is the Boltzmann constant, and pH = 0 is assumed in an acidic medium in this study. 

The value of limiting potential (𝑈>) is determined by the potential-determining step (PDS), 

which has the most positive ∆𝐺	(∆𝐺]lA), as computed as follows: 

𝑈> =	∆𝐺]lA/𝑒                                                    (ES16) 

Table S7 Zero-pint energy correction (EZPE) and entropy contribution (TS, T=298.15 K) of 

molecules, which are taken from the NIST database.15 

Species TS (eV) EZPE (eV) 

H2 (g) 0.40 0.28 

CH4 (g) 0.46 1.20 

CO2 (g) 0.66 0.31 

CO (g) 0.61 0.14 

H2O (l) 0.38 0.59 

CH2O (l) 0.40 0.73 

CH3OH (l) 0.47 1.37 

HOCHO (l) 0.40 0.90 
 

Table S8 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Nb@P↓-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -88.11 0.02 0.15 -87.98 

OCOH* -112.39 0.24 0.62 -112.01 

OCHO* -113.28 0.20 0.62 -112.86 

OCH2O * -116.74 0.21 0.92 -116.03 

HOCH2O* -120.4 0.24 1.24 -119.4 

O* -93.66 0.08 0.07 -93.67 

OH* -97.37 0.13 0.33 -97.17 

H2O* -100.45 0.17 0.64 -99.98 
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Table S9 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of adsorbates along the reaction pathway on 

Nb@P↑-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -87.03 0.01 0.17 -86.87 

OCOH* -111.51 0.23 0.62 -111.12 

OCHO* -112.43 0.20 0.63 -112.00 

HOCHO* -115.52 0.27 0.92 -114.87 

CHO* -103.07 0.16 0.47 -102.76 
 

Table S10 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of adsorbates along the reaction pathway on 

Ni@P↓-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -83.17 0.06 0.14 -83.09 

OCOH* -107.03 0.27 0.61 -106.69 

OCHO* -107.37 0.23 0.61 -106.99 

HOCHO* -111.12 0.33 0.93 -110.52 

CHO* -99.53 0.21 0.46 -99.28 

CH2O* -103.57 0.21 0.77 -103.01 

CH2OH* -107.11 0.23 1.10 -106.24 

CH3OH * -111.31 0.30 1.41 -110.20 

OH* -91.17 0.17 0.33 -91.01 

H2O* -95.45 0.22 0.65 -95.02 
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Table S11 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of adsorbates along the reaction pathway on 

Ni@P↑-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -82.49 0.03 0.16 -82.36 

OCOH* -106.27 0.29 0.60 -105.96 

OCHO* -106.72 0.31 0.60 -106.43 

HOCHO* -110.48 0.31 0.92 -109.87 

CHO* -98.75 0.22 0.45 -98.52 

CH2O* -102.62 0.25 0.76 -102.11 

CH3O* -106.50 0.30 1.07 -105.73 

CH3OH * -111.08 0.26 1.41 -109.93 

OH* -90.41 0.16 0.34 -90.23 

H2O* -94.83 0.20 0.64 -94.39 

Table S12 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of adsorbates along the reaction pathway on 

Pd@P↓-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -82.97 0.03 0.16 -82.84 

OCOH* -107.02 0.28 0.61 -106.69 

OCHO* -106.99 0.23 0.61 -106.61 

CO* -96.52 0.17 0.19 -96.50 

CHO* -99.47 0.18 0.47 -99.18 

CH2O* -103.24 0.27 0.75 -102.76 

CH2OH* -107.00 0.22 1.10 -106.12 

CH3OH * -111.17 0.33 1.40 -110.10 

OH* -90.47 0.13 0.33 -90.27 

H2O* -95.25 0.19 0.65 -94.79 
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Table S13 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Pd@P↑-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -82.51 0.02 0.17 -82.36 

OCOH* -106.4 0.30 0.61 -106.09 

OCHO* -106.28 0.22 0.62 -105.88 

CO* -96.1 0.16 0.19 -96.07 

CHO* -98.89 0.22 0.46 -98.65 

CH2O* -102.8 0.22 0.77 -102.25 

CH2OH* -106.07 0.22 1.08 -105.21 

CH3OH * -110.69 0.31 1.40 -109.6 

CH3* -99.53 0.18 0.93 -98.78 

CH4* -104.02 0.30 1.20 -103.12 

Table S14 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Re@P↓-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -88.42 0.02 0.18 -88.26 

OCOH* -111.69 0.24 0.62 -111.31 

OCHO* -112.38 0.22 0.61 -111.99 

OCH2O * -115.87 0.20 0.93 -115.14 

HOCH2O* -119.82 0.25 1.25 -118.82 

O* -93.34 0.10 0.06 -93.38 

OH* -96.71 0.11 0.34 -96.48 

H2O* -99.74 0.18 0.64 -99.28 
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Table S15 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Re@P↑-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -86.20 0.02 0.18 -86.04 

OCOH* -111.15 0.22 0.61 -110.76 

OCHO* -110.94 0.22 0.61 -110.55 

CO* -99.72 0.17 0.20 -99.69 

COH* -103.06 0.15 0.49 -102.72 

C* -91.00 0.07 0.08 -90.99 

CH* -95.40 0.07 0.35 -95.12 

CH2* -99.82 0.12 0.60 -99.34 

CH3* -103.17 0.16 0.92 -102.41 

CH4* -107.33 0.21 1.20 -106.34 
 

Table S16 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Rh@P↓-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -84.91 0.03 0.15 -84.79 

OCOH* -109.14 0.21 0.61 -108.74 

OCHO* -108.76 0.27 0.60 -108.43 

CO* -98.35 0.18 0.20 -98.33 

CHO* -101.65 0.17 0.47 -101.35 

CH2O* -105.06 0.19 0.78 -104.47 

CH2OH* -109.11 0.20 1.11 -108.20 

CH3OH * -113.10 0.29 1.41 -111.98 

OH* -92.52 0.10 0.35 -92.27 

H2O* -97.15 0.20 0.64 -96.71 
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Table S17 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Rh@P↑-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -83.78 0.01 0.21 -83.58 

OCOH* -107.86 0.24 0.62 -107.48 

OCHO* -107.81 0.20 0.62 -107.39 

CO* -96.90 0.18 0.19 -96.89 

CHO* -100.46 0.18 0.48 -100.16 

CH2O* -103.93 0.20 0.78 -103.35 

CH2OH* -108.12 0.19 1.11 -107.20 

CH3OH * -111.88 0.34 1.40 -110.82 

OH* -91.12 0.11 0.34 -90.89 

H2O* -95.77 0.21 0.64 -95.34 
 

Table S18 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Zr@P↓-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

HOCHO* -116.16 0.24 0.89 -115.51 

CHO* -104.28 0.18 0.44 -104.02 

CH2O* -109.15 0.20 0.76 -108.59 

CH3O* -113.36 0.22 1.09 -112.49 

O* -93.40 0.10 0.06 -93.44 

OH* -97.02 0.22 0.30 -96.94 

H2O* -100.03 0.22 0.63 -99.62 
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Table S19 Zero-pint energy correction (EZPE), entropy contribution (TS, T=298.15 K), total 

energy (E), and the Gibbs free energy (G) of molecules and adsorbates along the reaction 

pathway on Zr@P↑-In2Se3, where * represents the adsorption site. 

Species E (eV) TS (eV) EZPE (eV) G(eV) 

H* -86.18 0.01 0.16 -86.03 

OCOH* -110.20 0.30 0.55 -109.95 

OCHO* -112.09 0.21 0.62 -111.68 

HOCHO* -116.19 0.26 0.90 -115.55 

CHO* -102.63 0.17 0.46 -102.34 

CH2O* -107.92 0.18 0.77 -107.33 

CH3O* -112.86 0.25 1.09 -112.02 

O* -91.89 0.09 0.06 -91.92 

OH* -95.73 0.14 0.32 -95.55 

H2O* -99.52 0.17 0.65 -99.04 
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Elementary steps in CO2RR and HER 

All the hydrogenation reactions (R1~R29) considered in the search process for the minimum 

energy reaction pathways of the CO2 reduction reactions (see Figure S21) can be written as: 

     * + CO2(g) + H+ + e- → OCOH*                                                    (R1) 

     * + CO2(g)  + H+ + e- → OCHO*                                                       (R2) 

   OCHO* + H+ + e- → OCH2O*                                                     (R3) 

  OCHO* + H+ + e- → HOCHO*                                                    (R4) 

 OCH2O* + H+ + e- → HOCH2O*                                                    (R5) 

HOCH2O* + H+ + e- → CH3OH(l) + O*                                            (R6) 

 CH2O* + H+ + e- → CH3O*                                                        (R7) 

 CH2O* + H+ + e- → CH2OH*                                                       (R8) 

CH3O* + H+ + e- → CH3OH*                                                       (R9) 

 CH3O* + H+ + e- → CH4(g) + O*                                                (R10) 

O* + H+ + e- → OH*                                                         (R11) 

OH* + H+ + e- → H2O*                                                       (R12) 

HOCHO* + H+ + e- → H2O(l) + CHO*                                           (R13) 

OCOH* + H+ + e- → H2O(l) + CO*                                               (R14) 

OCOH* + H+ + e- → HOCHO*                                                    (R15) 

CO* + H+ + e- → COH*                                                         (R16) 

CO* + H+ + e- → CHO*                                                        (R17) 

CH3* + H+ + e- → CH4*                                                         (R18) 

CHO* + H+ + e- → CH2O*                                                       (R19) 

CHO* + H+ + e- → CHOH*                                                          (R20) 
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CH3OH* + H+ + e- → CH4(g) + OH*                                                (R21) 

CH3OH* + H+ + e- → H2O(l) + CH3*                                              (R22) 

CH2OH* + H+ + e- → H2O(l) + CH2*                                                   (R23) 

CH2OH* + H+ + e- → CH3OH*                                                         (R24) 

COH* + H+ + e- → H2O(l) + C*                                                      (R25) 

 COH* + H+ + e- → CHOH*                                                           (R26) 

C* + H+ + e- → CH*                                                              (R27) 

CH* + H+ + e- → CH2*                                                            (R28) 

CH2* + H+ + e- → CH3*                                                            (R29) 

The hydrogenation reactions (R30~R31) for HER can be written as: 

* + H+ + e- → H*                                                                  (R30) 

H* + H+ + e- → *+H2(g)                                                            (R31) 

Therefore, when U = 0 V and pH = 0, ΔG for each elementary step (R1-R31) can be rewritten 

as: 

Δ𝐺m* = 𝐺nonT∗ −
*
0
𝐺T! − 𝐺∗ − 𝐺on!                                               (ES17) 

Δ𝐺m0 = 𝐺noTn∗ −
*
0
𝐺T! − 𝐺∗ − 𝐺on!                                               (ES18) 

Δ𝐺ma = 𝐺noT!n∗ −
*
0
𝐺T! − 𝐺noTn∗                                                 (ES19) 

Δ𝐺mp = 𝐺TnoTn∗ −
*
0
𝐺T! − 𝐺noTn∗                                                 (ES20) 

Δ𝐺mq = 𝐺TnoT!n∗ −
*
0
𝐺T! − 𝐺noT!n∗                                              (ES21) 

Δ𝐺mr = 𝐺oT"nT + 𝐺n∗ −
*
0
𝐺T! − 𝐺TnoT!n∗                                          (ES22) 

Δ𝐺ms = 𝐺oT"n∗ −
*
0
𝐺T! − 𝐺oT!n∗                                                       (ES23) 
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Δ𝐺mt = 𝐺oT!nT∗ −
*
0
𝐺T! − 𝐺oT!n∗                                                      (ES24) 

Δ𝐺mu = 𝐺oT"nT∗ −
*
0
𝐺T! − 𝐺oT"n∗                                                    (ES25) 

Δ𝐺m*b = 𝐺oT$ + 𝐺n∗ −
*
0
𝐺T! − 𝐺oT"n∗                                                 (ES26) 

Δ𝐺m** = 𝐺nT∗ −
*
0
𝐺T! − 𝐺n∗                                                             (ES27) 

Δ𝐺m*0 = 𝐺T!n∗ −
*
0
𝐺T! − 𝐺nT∗                                                         (ES28) 

Δ𝐺m*a = 𝐺T!n + 𝐺oTn∗ −
*
0
𝐺T! − 𝐺TnoTn∗                                            (ES29) 

Δ𝐺m*p = 𝐺T!n + 𝐺on∗ −
*
0
𝐺T! − 𝐺nonT∗                                              (ES30) 

Δ𝐺m*q = 𝐺TnoTn∗ −
*
0
𝐺T! − 𝐺nonT∗                                                  (ES31) 

Δ𝐺m*r = 𝐺onT∗ −
*
0
𝐺T! − 𝐺on∗                                                          (ES32) 

Δ𝐺m*s = 𝐺oTn∗ −
*
0
𝐺T! − 𝐺on∗                                                         (ES33) 

Δ𝐺m*t = 𝐺oT$∗ −
*
0
𝐺T! − 𝐺oT"∗                                                   (ES34) 

Δ𝐺m*u = 𝐺oT!n∗ −
*
0
𝐺T! − 𝐺oTn∗                                                   (ES35) 

Δ𝐺m0b = 𝐺oTnT∗ −
*
0
𝐺T! − 𝐺oTn∗                                                  (ES36) 

Δ𝐺m0* = 𝐺oT$ + 𝐺nT∗ −
*
0
𝐺T! − 𝐺oT"nT∗                                        (ES37) 

Δ𝐺m00 = 𝐺T!n + 𝐺oT"∗ −
*
0
𝐺T! − 𝐺oT"nT∗                                       (ES38) 

Δ𝐺m0a = 𝐺T!n + 𝐺oT!∗ −
*
0
𝐺T! − 𝐺oT!nT∗                                       (ES39) 

Δ𝐺m0p = 𝐺oT"nT∗ −
*
0
𝐺T! − 𝐺oT!nT∗                                             (ES40) 

Δ𝐺m0q = 𝐺T!n + 𝐺o∗ −
*
0
𝐺T! − 𝐺onT∗                                           (ES41) 

Δ𝐺m0r = 𝐺oTnT∗ −
*
0
𝐺T! − 𝐺onT∗                                              (ES42) 
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Δ𝐺m0s = 𝐺oT∗ −
*
0
𝐺T! − 𝐺o∗                                                    (ES43) 

Δ𝐺m0t = 𝐺oT!∗ −
*
0
𝐺T! − 𝐺oT∗                                                (ES44) 

Δ𝐺m0u = 𝐺oT"∗ −
*
0
𝐺T! − 𝐺oT!∗                                              (ES45) 

Δ𝐺mab = 𝐺T∗ −
*
0
𝐺T! − 𝐺∗                                                       (ES46) 

Δ𝐺ma* = 𝐺∗ +
*
0
𝐺T! − 𝐺T∗                                                      (ES47) 

The Gibbs free energy (G) of the adsorbates on the TM@In2Se3 catalysts along the minimum 

energy reaction pathway for both CO2 RR and HER are listed in Table S8~S19. 
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Table S20 The screening results for the 29 kinds of transition metals. Criteria 1: the single 

transition metal atom should be steadily adsorbed on the surface of the In2Se3 monolayer, and 

the favourable adsorption site should not obviously change after the polarization switch. 

Criteria 2: the single transition metal atom should be able to activate CO2 at least in one 

polarization state. 

Metal Criteria 1 Criteria 2  Metal Criteria 1 Criteria 2 
Sc Yes No5  Ru No2 -- 
Ti Yes No5  Rh Yes Yes 
V No2 --  Pd Yes Yes 
Cr Yes No4  Ag Yes No4 
Mn No2 --  Cd No1 -- 
Fe No2 --  Hf Yes No5 
Co No2 --  Ta No3 -- 
Ni Yes Yes  W No2 -- 
Cu No1 --  Re Yes Yes 
Zn No1 --  Os No2 -- 
Y Yes No5  Ir No1 -- 
Zr Yes Yes  Pt Yes No4 
Nb Yes Yes  Au Yes No4 
Mo No3 --  Hg No1 -- 
Tc No1 --     
“Yes” means these metal atoms match the criteria. 
“No” means these metal atoms mismatch the criteria. Specifically, “No1” means these metal 
atoms desorb from the In2Se3 surface at both up and down polarization phases; “No2” means 
these metal atoms could stably adsorb on the In2Se3 surface at only one polarization phase; 
“No3” means the favourable adsorption sites of these metal atoms obviously change after the 
polarization switch; “No4” means these metal atoms can not activate CO2 molecules at both 
up and down polarization phases; “No5” means these metal atoms can activate CO2 molecules 
at only one polarization phases, but the species, composed by the activated CO2 molecules 
and the metal atoms, desorb from the In2Se3 surface. 
“--” means these metal atoms are not considered for the second screening procedure, because 
they mismatch Criteria 1. 
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The number of catalytic active sites  

The simulations were conducted to study the maximum active sites of Pd adatoms on a 4×4 

In2Se3 supercell. Since the centers of the six-membered ring have been identified as the 

energetically preferred dopant sites (Figure 1), where the metal adsorbents are uniformly 

dispersed (rather than forming cluster) as the catalytic active sites. Based on the results, the 

formation energies are calculated to figure out the maximum active sites of SAC, with Pd 

adatoms evenly distributed 4×4 In2Se3 supercell as the representative example. As shown in 

Figure S15, for both Pd@P↑-In2Se3 and Pd@P↓-In2Se3, when the surface converge is within 

25% (namely 4 adatoms are uniformly distributed on the supercell surface), the formation 

energies are increased (absolute values) and converge to -1.69 and -1.15 eV/Pd respectively. 

Additional Pd atom on the surface will raise the formation energy due to the reduced distance 

between the nearest neighbors and the Coulomb repulsion. For example, the fifth Pd 

adsorbent on 4×4 In2Se3 leads to the formation energies of -1.65 and -1.12 eV/Pd atom for 

two polarization states. We therefore conclude that In2Se3 surface can host a large number of 

catalytic active sites, which are uniformly dispersed with the converge up to 25%. 

 

Figure S23 Calculated formation energy versus adatom number (n) for nPd@In2Se3 (4×4). 

 

The dependence of catalytic activity on metal atom concentrations 

To investigate the dependence of catalytic activity on metal atom concentrations, we 

have calculated the free-energy profile for CO2 electrochemical reduction reactions along the 

minimum energy path at 0 V (vs. RHE) on Pd@In2Se3 by using 2×2, 4×4, and 6×6 α-In2Se3 



S44 
 

supercells. As shown in Figure S24, the difference of the free-energy profiles for the CO2RR 

between Pd@ In2Se3 (4×4) and Pd@In2Se3 (6×6) are within 0.05 eV, and the converged free-

energy profiles indicate that the catalytic activity is preserved when the doping concentration 

is in the dilute limit. On the other hand, while the binding strengths of the reaction 

intermediates for the dilute doping concentration are stronger than those for the high 

concentration doping case, the rate limited steps for CO2RR are the same, and the 

overpotential difference of CO2RR between the high and low concentrations is less than 0.13 

eV. These results confirm that the CO2RR activities of metal doped In2Se3 with high and low 

concentrations are quite similar, and the doping concentration on metal adsorbed In2Se3 has 

little effect on our main conclusions.  

 

Figure S24 The free-energy profile for CO2 electrochemical reduction reactions along the 

minimum energy path at 0 V (vs. RHE) on Pd@In2Se3 by using 2×2, 4×4, and 6×6 α-In2Se3 

supercells.  
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PBE vs. PBE+U 

The inclusion of the Hubbard-U term via, e.g., the DFT+U approach, may be more 

suitable for systems with highly localized orbitals. However, the DFT+U approach also 

suffers from a strong (linear) dependence of the energetics on the choice of the value of the 

parameter U, and on the choice of the localized projector functions that enter the definition of 

the U-dependent energy term. For example, the reduction energy (ΔH) of CeO2→Ce2O3 

process can vary between −5.1 (U = 0 eV) and −1.9 eV (U = 5.0 eV) using the DFT+U 

method33, while the GGA-PBE value of −4.18 eV is in good agreement with the experimental 

measurements (−3.57 to −4.03 eV). On the other hand, the U-value is usually chosen based 

on its accuracy in reproducing the electronic structures (i.e., experimental band gap) of the 

bulk materials. However, to simulate catalysts, it is better to choose U to fit the energy of the 

oxidation-reduction, since catalytic processes are controlled by energy difference34. The 

specific case in this work, namely CO2RR on SAC surfaces, involves complex surface–

adsorbate interactions, under which bulk-property derived U values in a locally changing 

surface environment may not adequately describe the reaction energetics35,36. 

Note that the results based on the GGA-PBE (the method used in this work) showed 

very good performance in understanding the reaction mechanisms and activity trends 

observed in experiments37,38. To verify the accuracy of the PBE results, we also investigated 

the CO2RR pathways on the Pd@In2Se3 with the PBE+U method in which the previously 

validated U value of 8.00 eV was employed for the Pd 4d orbital42. Although the PBE+U 

results of limiting potentials are slightly (less than 0.2 V) larger than the PBE ones, the 

computed theoretical final product, reaction path, potential-liming step as well as the 

variation of limiting potential caused by polarization conversion are the same (see Figure 

S25). Thus, the standard PBE calculations provided accurate predictions to describe the 

CO2RR activity. 
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Figure S25 Comparison of the CO2RR pathways on Pd@In2Se3 by using the PBE and 

PBE+U methods. 
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PBE vs. RPBE 

It has been reported that the RPBE functional suggested by B. Hammer et al. could 

improve the chemisorption energetics of atoms and molecules on transition-metal surfaces.43 

In the present work, to evaluate the accuracy of the PBE functional, we also investigated the 

CO2RR pathways on the Pd@In2Se3 with the RPBE functional. As shown in the Figure S26, 

except for the slightly increased limiting potential (less than 0.11 V), RPBE gives the same 

results as PBE, including the final product, reaction path, potential-liming step, as well as the 

variation of limiting potential caused by polarization conversion. Therefore, the conclusions 

obtained with the PBE functional hold true when the more accurate RPBE functional is used.   

 
Figure S26 Comparison of CO2RR pathways on Pd@In2Se3 by using the PBE and RPBE 

methods. 
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